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ASSESSING A CANDIDATE’S SENIORITY LEVEL IN COMPUTER 

SCIENCE FIELD BY INTEGRATING  SEMANTIC  WEB 

TECHNOLOGIES WITH AUGMENTED REALITY 
 

Abstract. Usually, the process of recruiting employees is very complex, 

and this requires the allocation of numerous resources within the organization. 
Several steps of this process can be automated, especially related to Curriculum 

Vitae (CV) analysis. This paper presents the prototype of an application that 

combines semantic technologies with augmented reality (AR) in order to enhance 
the plain text from a CV content with context-aware information in regards to the 

technical background of the applicant. This approach proves to be more 

trustworthy than manual selection performed by the HR personnel, since rather 

than looking on an applicant profile as a collection of skills we try to reveal how 
all these competences interact with each other and what implicit knowledge the 

candidate has. We tested our prototype on a set of real CVs, gathered several 

metrics - number of found skills, number of knowledge graphs, number of 
significant knowledge graphs, maximum depth of known skills and primary known 

skills weight - and used them to analyze what influence they have on assessing the 

candidate’s seniority level. We applied logistic regression with Bayesian approach 

and used the ROC curve in order to estimate the performance of the forecasting 
model. 

Keywords: e-recruitment, semantic web technologies, graphs, ontology, 

regression, Bayesian approach, augmented reality. 
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1. Introduction 

 

Recruiters have to screen dozens of CVs daily. While they can notice easily 

some key aspects such as previous experience expressed in years, stability in a 
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workplace, the ability to expose in a concise manner what the candidate knows to 
do best and even how organized a candidate is, when it comes to the actual 

knowledge the applicant possesses in the IT field, things can get more complicated. 

This is caused mainly by two reasons: 
1) first, the recruiter has to have some background knowledge about the 

skills in the computer science domain and how they are related one with 

another,  

2) it can be the case that although a candidate has not mentioned in the CV 
particular skills required by the job description, he or she can still be 

considered eligible, based on a more in-depth look at his background 

which can identify that there is a strong relation between what he knows 
and what the recruiter is looking for.  

Obviously, we cannot pretend from a recruiter to know most of the skills in 

computer science field and nor to ask him/her to how they are linked with each 
other. However, we can agree that knowing all this information while screening a 

CV can bring advantages for both the company, as it will not lose a potential 

candidate while the candidate would have a fair chance to a job interview.  

In order to solve this problem and to speed the recruitment process, while 
adding meaning to the candidate’s knowledge encompassed in a CV, the authors of 

this paper propose a solution that will integrate semantic web with augmented 

reality technologies. The purpose is to augment the plain text CV content with 
context-aware information in regards to the technical background of the potential 

candidate. 

The main objective of Augmented Reality (AR) systems is to provide 
additional information of a view with the aim to improve the user's perception 

about the reality. These applications use context-aware data (geographical position, 

recognized text, date-time, etc.) and user provided data in order to generate 

additional information. All this data and information needs to be linked with a 
formal semantics, which can be used to draw conclusions. That is exactly what 

semantic technology aims to address by labelling data with information related to 

its meaning and context. The result will be embedded in components for the AR 
system. 

This paper continues a previous research presented in (Pocatilu et al., 2017) 

and (Enachescu, 2019). 

The paper is structured as follows. Section 2 provides an overview about 
semantic web technologies, introducing the reader to its main concepts. Section 3 

describes the concepts and the applications of Augmented Reality on mobile 

devices. Section 4 proposes a model that can assess the candidate’s seniority level, 
based on the graph of skills, using a series of metrics collected from a set of CVs. 

In section 5 we introduce the architecture of a prototype system used to reveal to 

the recruiter the knowledge a candidate has in the IT field and how is that 
knowledge related to other significant skills in the same area. In section 6 we 

validate the resulting model and we estimate its forecasting performance. The 
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paper ends with the conclusions of our research and presents some future work 
steps. 

 

2. Semantic Web Technologies 
The expression “semantic web” was first proposed by Sir Tim Berners-Lee 

(Hitzler et al., 2010), an English computer scientist, known as the inventor of the 

World Wide Web (WWW). From the beginning, semantic web was coined as an 

extension of WWW, to allow computers to combine and intelligently process the 
content available on web, based on the meaning it has for people. To achieve this 

goal, storing the data using a machine-readable syntax, like HTML, is not enough. 

Semantic Web is providing “a basis for coding, exchanging, and reusing structured 
metadata among applications exchanging machine understandable information on 

the Web” (Ermilov et al., 2014). 

Since 2001, several standards for semantic web formats, referred by the 
current terminology as Semantic Web Layer Cake (Ghosh et al., 2015), were 

published, trying to facilitate the exchange of rich sematic information, such as: 

Resource Description Framework (RDF), Web Ontology Language (OWL) – with 

OWL 2 enhancement since 2009, SPARQL Protocol and RDF Query Language. 
Resource Description Framework, as presented in (Hitzler et al., 2010) and 

(Sicilia, 2014), is a formal language used to describe structured information. RDF 

is considered to be the main representation format for semantic web development. 
In opposition to HTML and XML formats, RDF does not only aim to correctly 

display documents, but rather to allow subsequent processing and recombination of 

their content. RDF is based on graph-oriented data schema. RDF graphs consist in 

a set of statements, each statement being composed of a RDF triple - “subject-
predicate-object”. The subject identifies the resource that the statement refers to, 

the predicate points to the subject’s characteristic, as specified by the statement, 

and object represents the value of the property referred by the predicate. RDF is 
also employed to exchange metadata in specific application areas. 

The world of ontologies is defined as one of abstraction and empiricism. As 

stated in (Sicilia, 2014, p. 95) “An ontology is an explicit, formal specification of a 
shared conceptualization”. Also, in the same book, ontologies in the field of 

Computer Science are presented as “a model used to describe the world that 

consists of establishing a set of topics, properties, and relationships. A resemblance 

is established between the real world and the model created by ontologies”. 
OWL is a knowledge representation language used for creating web 

ontologies, which since 2004 become a W3C recommended standard. In 2009, 

OWL 2 was standardized. The main goal in OWL design was to find a reasonable 
balance between language expressivity on the one hand and scalability on the other 

hand. To give the user the possibility to choose between different levels of 

expressivity and reasoning capabilities, three OWL language variants were 
designed: OWL Full, OWL DL and OWL Lite (a straightforward comparison 

between these three dialects can be seen in (Hitzler et al., 2010). Advanced 
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ontology languages, such as OWL, support components like classes, properties, 
restrictions, relations, axioms, and individuals. 

We have discussed about a few possibilities to represent information in a 

machine-readable way, like RDF that enables structuring and linking the 
information, and OWL that provides more powerful means for describing logical 

relations with significant complexity. Next step will be to effectively access this 

kind of information. While for relational databases SQL language is used for 

querying the data, in case of graph databases and RDF resources, SPARQL 
Protocol and RDF Query Language (in one word, SPARQL, pronounced “sparkle”) 

is employed to retrieve and manipulate the data.  

According to Sikos (2015), SPARQL is capable of:  

 querying RDF files (local and online), Linked Open Data (LOD) datasets, 

and graph databases;  

 building new RDF graphs, based on the queried graphs;  

 adding or deleting RDF statements from a graph;  

 inferring logical consequences;  

 merging queries across distinct repositories;  

 querying multiple data sources at once and dynamically merge graphs into 

a larger one. 

The use of semantic web technologies proved notable results in many areas, 
such as: e-Learning (Bajenaru and Smeureanu, 2015), e-Recruitment, health, 

agriculture, bioinformatics, tourism and so on. 

 

3. Augmented Reality in Mobile Applications 
 

According to several authors, the AR presents two different approaches. 

Firstly, Weng et al. (2013) and Han and Zhao (2015) highlight that an AR system 
has the following characteristics: 

 combines virtual and real elements - the generated elements are 

augmented on the device screen in order to make the user to feel that the 

virtual objects coexist with the real elements; 

 it is registered in tree-dimensional space (3D) - the virtual information is 

displayed and aligned with the real-world objects; 

 interactive in real time - the virtual objects created by AR systems 

presents some events which can be triggered by the users in the real time. 

Dita (2016) highlights that Augmented Reality is part of Virtual Continuum, a 

context composed of Real Environment and Virtual Environment. The first element 
of Virtual Continuum contains all representations of real world. The second 

environment combines different components from virtual life. Moreover, Dita 

(2016) considers that ARs are closer to reality than virtual environment because 
this kind of systems extends the real objects with virtual elements. Likewise, 

Jamali et al. (2015) suggests that AR technologies extends the real world scene 
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with 2D or 3D computer generated objects and offers to the users the possibility to 
interact with them. 

The existing literature (Geroimenko, 2012) suggests that augmented reality is 

divided in Location-Based and Vision-Based. According to Geroimenko (2012) 
and Karaman et al. (2016) the Location-Based consists in using of different 

instruments, such as GPS, gyroscope, compass or accelerometer, to estimate the 

location and rotation of the device in order to show the relevant information to the 

users. Secondly, Geroimenko (2012) argues that the Vision-Based consists in 
tracking different objects in the real life in order to display additional information 

on the device screen. Likewise, Luo (2011) considers that the Vision-Based 

processing of the AR systems, presents the following tasks: recognition and 
tracking. According to the authors, the scope of the recognition phase is to identify 

one or more pre-defined virtual objects in the video frame. Also, Luo (2011) 

suggests that the tracking task consists in estimation of the camera pose and 
augmenting the recognized virtual objects in video sequence continuously.  

Other studies, such as Majid et al. (2015) consider that in the Augmented 

Reality technology a view of a reality can be modified by adding digital 

information on it in order to improve the person’s perception of the reality. In 
addition, the authors suggest that the AR systems have the following main 

components: 

 Camera, which is used to collect the target information from the real 

scene.  

 Marker, which encapsulates the target information that is necessary to AR 

system in order to augment the virtual elements.  

 Mobile devices, which are responsible for storing and processing the 

content extracted from the image captured by the camera that contains the 

target information (marker).  

 Digital content is the information which is displayed on the mobile screen 

when the camera is able to recognize and track the marker.  

More studies, such as Sanchez et al. (2013) and Chen et al. (2016) present the 

benefits of using Mobile Augmented Reality (MAR) systems based on tracking 

elements. Sanchez et al. (2013) present a mobile augmented reality system based 
on visual recognition. According to the authors this process consists into tracking 

objects identified in real life with the camera of the mobile device and inserting the 

virtual elements, created by MAR technology, into the real world. Similarly, Chen 
et al. (2016) proposes a MAR system based on 3D registration technology. The 

same authors consider that the 3D registration consists in using the GPS and 

sensors from mobile devices in order to track the position and the pose of the 

devices in real time and real world and finally use this information to augment the 
virtual scene in the real life. 

 

 
  



 

 

 

 

 
 

Paul Pocatilu, Mihaela-Irina Enachescu, Alexandru Dita 

__________________________________________________________________ 

236 

DOI: 10.24818/18423264/54.3.20.14 

4. A Model to Evaluate the Candidate’s Technical Background  
 

We propose an ontology that expresses the relationships between skills within 

the computer science field. We will use this ontology to identify the relation 
between the other skills of a candidate based on his or her CV. Figure 1 presents a 

preview with a part of the designed ontology, comprising some of the classes and 

their instances.  

The parent class of the ontology is Knowledge that has the following 
subclasses: Software development, Systems analysis, Hardware, Management etc., 

each of these having their own instances and/or sub-classes. For example, Scrum 

and Agile coaching are instances of class Management.  
 

 
Figure 1. A preview with a part of the classes and instances from the proposed 

ontology (displayed in Protégé - OntoGraph) 

 

Depending on the candidate’s technical background, the skill-set can be 

comprised of one or more graphs. The more knowledge a candidate possess in a 
given area, the more primary nodes a graph contains. On the other side, for a 

candidate with basic knowledge in multiple fields, the illustration will be composed 

from multiple graphs, each having just one primary node.  
The graph includes two types of nodes: main nodes and secondary nodes. 

Main nodes represent skills directly extracted from the candidate’s CV. Secondary 
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nodes consist in skills not mentioned in the CV, but extracted from the ontology, 
based on their relation with the main nodes.  

Starting from the knowledge graphs that provide an overview of the 

candidate’s competencies, we wanted to analyze if we can use them in order to 
assess the seniority level of the applicant. 

Apart from the metrics collected from the candidates’ knowledge graphs, we 

also evaluated the seniority using the years of experience (as illustrated in Table 1), 

based on the most common qualification levels, used in the IT industry, also 
presented in (AltexSoft,  2018). We appended also the seniority level as a last 

column in Table 2, for easiness in data centralization.  

 

Table 1. Seniority levels based on years of experience in the field 

Seniority Level Years of experience 

Trainee less than a year of experience 

Junior 1 - 3 years of experience 

Middle 3 - 6 years of experience 

Senior over 6 years of experience 

 

Our goal is to evaluate if any of those metrics have an influence on the 
seniority level and if they do then assert to what extent. The dependent/endogenous 

variable of the model is the seniority level. We considered also five 

independent/exogenous/explanatory variables: 

 Number of found skills – represent the number of skills automatically 

extracted from the candidate’s CV.  

 Number of knowledge graphs – represent the number of connected 

components/sub-graphs in which any two skills (vertices) are connected to 

each other by paths. Having a path between two nodes indicate that those 

two skills are related. This information is extracted from the built 
ontology.  

 Number of significant knowledge graphs – represent the number of 

knowledge graphs (as described previously) that are composed of at least 

three skills. 

 Maximum depth of known skills – represents the length of the longest path, 

which crosses only main nodes (skills found in the CV). 

 Primary skills weight (%) – represents the ratio between the number of 

main nodes in graph and the total number of nodes in graph.  

Primary skills weight (%) is computed as follows: the knowledge graphs are 

sorted in descending order using the total number of main nodes in a graph. For 
graphs with the same number of main nodes, priority will have the ones with 

minimum total number of nodes. We note as 𝑔𝑟𝑎𝑝ℎ1  first of previously ordered 

graphs that should also have ∑ 𝑚𝑎𝑖𝑛 𝑛𝑜𝑑𝑒𝑠> 1. Then: 
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𝑃𝑟𝑖𝑚𝑎𝑟𝑦 𝑠𝑘𝑖𝑙𝑙𝑠 𝑤𝑒𝑖𝑔ℎ𝑡 (%) =
𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑚𝑎𝑖𝑛 𝑛𝑜𝑑𝑒𝑠 𝑖𝑛 𝑔𝑟𝑎𝑝ℎ1

𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑛𝑜𝑑𝑒𝑠 𝑖𝑛 𝑔𝑟𝑎𝑝ℎ1

𝑥100 

 
As stated previously, for the given data set, the dependent variable – seniority 

level – can record two values: middle and senior, which will be encoded with 0 (for 

middle) and 1 (for senior). Because the fact we aim to explain is measured by a 
qualitative categorical dichotomous variable, we can apply either a logistic 

regression or a probit regression. Although in most scenarios both models match 

the data similarly, since the function used to calculate the probabilities is distinct, 
their results are sometimes slightly different. As stated by Hahn and Soyer (2005) 

“the conventional wisdom is that in most cases the choice is largely a matter of 

taste.” Logistic regression is considered to be more popular because coefficients 

can be easily interpreted in terms of odds ratios, so it provides an intuitive manner 
to explain the effects (Grace-Martin K., 2018). This is the reason we decided to 

apply logistic regression for our analysis.  

Logistic regression is part of Generalized Linear Model (GLM) class. Its goal 
is to find the best model that describes best the relationship between the 

characteristic of interest, in our case the seniority level, and a set of independent 

predictor variables (number of found skills, number of knowledge graphs, number 

of significant knowledge graphs, maximum depth of known skills and primary 
known skills weight). According to Gelder (2012), logistic regression is used to 

predict the probability that an event will occur.  

The logistic regression equation is written as (Schoonjans, 2019): 
 

logit(p) = b0 + b1x1 + b2x2 + ⋯ +  bkxk, 

 

where p is the probability that a characteristic is present, bi=1,𝑘̅̅ ̅̅  – unknown 

parameters that need to be estimated, xi=1,𝑘̅̅ ̅̅  – the independent variables and k is the 

number of independent variables.  
The odds are expressed as: 

odds =
p

1−p
. 

In our case, p is the probability of the candidate to be senior, k = 5 and  

 

𝑜𝑑𝑑𝑠 =  
probability of the applicant to be senior

probability of the applicant to be middle
. 

 

The logit transformation is defined as the logged odds (Gelder, 2012), 

(Schoonjans, 2019): 
 

logit(p) = ln(
𝑝

1 − 𝑝
)  
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In order to perform the regression analysis we have used the R language. 
Among the software available for statistical data analysis, R is a powerful, open 

source tool that offers a wide range of regression analysis options, with dedicated 

packages for that purpose. 

 

5. The architecture of the proposed solution 

 

In order to achieve the proposed objectives, we developed an architecture that 
includes the following modules: content extractor, skills detector, knowledge 

builder and skillset illustrator. 

The input of the application is the CV of a potential candidate. This can be: 

 a directly uploaded CV, when we use the desktop application; 

 scanned and viewed using the camera of a mobile device.  

Figure 2 depicts the architecture of the proposed solution.   

 

 
Figure 2. The architecture of the proposed solution 
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The content extractor is using Optical Character Recognition (OCR) or 
content extraction techniques to parse the text from the CV. OCR is applied when 

we are using the mobile device and we capture in frames the content of the CV. In 

order to extract the text from the picture, Tess-Two library is used. This is an open 
source library that combines capabilities from both Tesseract and Leptonica 

libraries, to recognize text written in multiple languages from an image 

(Bloomberg, 2014). In case the CV is uploaded as a .pdf or .doc/.docx file, we use 

Apache Tika toolkit. Apache Tika consists in a set of tools designed for extracting 
content and metadata from different types of documents, like HTML, XML, 

documents generated using Microsoft Office suite (Word, Excel and PowerPoint), 

PDF, RTF or even multimedia files, like JPEG, MP4 etc. All these documents 
types are being processed through a single common interface, called Parser, 

making Tika a powerful and versatile text analysis tool (Thai, 2019). 

In the next phase, the text will be sent to a skills detector service that will be 
responsible to parse the content and identify the skills the candidate possesses. In 

order to achieve this, skills detector service is using an open-source infrastructure, 

called GATE (General Architecture for Text Engineering) that provides tools for 

developing and delivering software components that process human language. 
GATE is distributed together with an information extraction system, called ANNIE 

(a Nearly-New Information Extraction System), that consists in a predefined 

collection of algorithms, used for creating RDF or OWL representation from an 
unstructured content, based on semantic annotations. In order to extend the 

annotations created using ANNIE, JAPE (Java Annotation Patterns Engine) is also 

employed. JAPE is a pattern matching language developed specially for GATE that 
creates rules for adding new annotations using the concept of grammar 

(Cunningham et al.,2017). 

After obtaining the list with the technical competences from the CV, we will 

query for each one the designed ontology in order to identify its relation with other 
skills. RDF4J, an open source Java framework, is used for parsing and querying the 

ontology. After this step, we get the list with the skills already present in the CV, 

but we will extended it also with other competencies that are related to the first 
ones. This is done using the knowledge builder. 

In the end, the recruiter will see on the device screen, over the CV content, 

one or more graphs depicting the skill-set of the candidate. This is managed by the 

skillset illustrator module. The competences directly extracted from the CV will 
be drawn as main nodes and others as secondary ones. Edges in the graph will 

describe relations between skills.  

After uploading the candidate CV for a given position into the application, the 
recruiter will be able to see a graph with the skills of the candidate and how those 

skills relate to others in the field. An example of the skill-set graph (as displayed in 

the web version) is presented in Figure 3. 
In Figure 3 we recognize “Apache Camel” as primary node (skill found in the 

candidate CV, depicted in green and having a bigger size in the graph) and “JMS” 
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as secondary (depicted in blue, smaller size, not present in the CV, but connected 
to Apache Camel).  

 

 
Figure 3. Graph containing the skills of a candidate 

 

An example with the projection of the skill-set enclosed in a candidate CV, 
using AR, can be seen in Figure 4. 

 
Figure 4. Skill-set graph projected over CV using AR 

 

One thing worth to be mentioned here is the difference between using the 
mobile versus desktop form of the application. When we rely on the mobile phone 
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camera to obtain the CV content, we will get parts of the CV, as the camera will be 
able to get frames with one page of the CV at a time, but not all pages 

simultaneously. In order to solve this we need to ask the user to confirm if next 

collected frames are part of the same CV and, in this case, instead of creating a new 
graph with the skillset, we will just enrich the current one. In this manner, we 

ensure that we deliver to the recruiter a picture with the full technical knowledge of 

the candidate, comprised in his CV. On the other hand, when we upload the CV 

into the application, we will analyze in one shot all its content, so we avoid 
providing the recruiter with an incomplete skillset. 

 

6. Results and discussions 
 

In pursuance of this analysis, we collected the CVs from the applicants for a 

Senior Java Developer position fora company from Bucharest. Taking into account 
the average number of applicants for a similar position in the company, we 

gathered 20 CVs and uploaded them into our application. For each candidate we 

collected a series of metrics we considered relevant for explaining the seniority 

level that can be found in Table 2. All the applicants are either middle or senior, as 
expected for a Senior Java Developer position. 

 

Table 2. Metrics collected from the candidates’ knowledge graphs 
Candidate No. of 

found 

skills 

No. of 

knowledge 

graphs 

No. of  

significant 

knowledge 

graphs 

Maximum 

depth of 

known 

skills 

Primary 

skills 

weight 

(%) 

Seniority 

level 

C1 13 7 3 4 27.272727 MIDDLE 

C2 15 8 4 5 31.25 MIDDLE 

C3 32 19 3 7 34.482759 SENIOR 

C4 25 13 4 6 33.333333 SENIOR 

C5 46 28 5 8 34.042553 SENIOR 

C6 37 15 2 7 45.16129 SENIOR 

C7 21 11 2 7 29.166667 SENIOR 

C8 14 6 3 4 29.166667 MIDDLE 

C9 17 10 2 7 30.769231 SENIOR 

C10 14 5 2 3 30.769231 MIDDLE 

C11 17 7 2 6 27.586207 MIDDLE 

C12 14 7 4 6 37.5 SENIOR 

C13 17 8 2 6 32.142857 SENIOR 

C14 11 9 3 2 16.666667 MIDDLE 

C15 15 8 2 5 29.166667 MIDDLE 

C16 12 6 3 5 26.923077 MIDDLE 

C17 14 8 1 6 25.925926 MIDDLE 

C18 16 11 3 4 30.769231 MIDDLE 

C19 11 8 2 3 21.052632 MIDDLE 
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Candidate No. of 

found 

skills 

No. of 

knowledge 

graphs 

No. of  

significant 

knowledge 

graphs 

Maximum 

depth of 

known 

skills 

Primary 

skills 

weight 

(%) 

Seniority 

level 

C20 20 12 1 5 30 SENIOR 

 

We used the proposed model and we applied glm() function with binomial 

family, thus indicating the response variable distribution function, on the analyzed 

data set. 
 

 
 
We notice the generated warning message that the probabilities predicted are 0 

or 1. We obtained high values for the estimated coefficients of the model for 

several independent variables, with the associated standard errors increased and p-
value (probability value to quantify the statistical significance of the parameters) 

for all coefficients of 1. All of these point out that no parameter is statistically 

significant and thus the model is not valid for interpretation. All previous 

observations indicate that we are facing a problem of quasi-complete data 
separation, a situation that is quite common in the case of logistic regression. 

Complete/quasi-complete data separation occurs when the response variable 

separates an independent variable or a combination of the predictor variables 
completely or to a certain extent, in the case of quasi-complete separation. The 

volume of the observations set (20 CVs) is a contributing factor to this problem. 

In the case of a quasi-complete separation problem, the simplest solution 
strategy is to exclude the independent variables that have led to this situation. In 

the present case, this is not a correct approach because we have several 

independent variables that have generated this problem and which are important in 

estimating the seniority level. A method commonly used to correct the separation 
problem and the reduced sample size of logistic regression data is the Bayesian 

approach. In R, this can be achieved using bayesglm() function.  

In the current case, having 5 predictor variables, there are 25 models we can 
choose from. We applied Akaike Information Criterion (AIC), which assesses both 

the accuracy and complexity of the predictive model, to compare estimated models. 

The model that minimizes AIC is preferable. This means choosing the simplest 

model (with fewer regressors) that explains the data well enough. 
We followed the inverse elimination method, which involves beginning with 

including all variables in the model and removing one variable at a time, if the 

model thus obtained has a lower AIC. Finally, we obtained that the valid model 
with the lowest AIC is: 
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In conclusion, the best logistic regression model, according to AIC, includes 

two explanatory variables: maximum depth of known skills and primary known 
skills weight. Both parameters of the model are statistically significant for an 

accepted 10% significance threshold. These two metrics are considered reliable in 

order to predict the seniority level of the candidate.  

In addition to verifying the statistical significance of the model parameters 
there are other complementary tests for validating and measuring the model’s 

performance. 

In order to decide on the model's creditworthiness, a statistical test is used 
based on model comparison with another model containing only a free term, called 

the null model. Test statistic is the difference between the errors of the two models 

and follows a χ2 distribution (chi-squared distribution) with k (number of 

regressors) degrees of freedom. 
 

 
 

The obtained p-value obtained of 0.0000545 is lower than 0.05 (accepted 

confidence threshold) and confirms that the model is significantly better than the 

null one. 
In order to estimate the performance of the forecasting model, based on 

sample data, we used Receiver Operating Characteristics (ROC). The ROC plot 

represents on the OX axis the rate of candidates that were classified as senior but 
they were middle (false positive rate), and on the OY axis the rate of the candidates 

correctly classified as seniors (true positive rate). The obtained curve must be 
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above the axis of the first bisector, so localized as much as possible to N-V, so that 
true positive rate is high and false positive rates is low. The area under the curve, 

usually referred to as AUC (Area under the ROC curve) is a measure of the model 

accuracy, so the closer it is to 1, the better the classifier. 

 
Figure 5. The ROC curve of the estimated model 

 
In our case, as depicted in Figure 5, the area is 0.97, which suggests a very 

good performance of the model on how well separates the candidates from the 

analyzed group in those that are senior and those that are middle. 
The previously validated model can be written as follows: 

 
logit(p) = −19.6399 + 0.4095 ∗ primary known skills weight + 1.2808

∗ maximum depth of known skills 
 
As in the case of linear regression, it is of interest to interpret the regression 

coefficients bi=1,𝑘̅̅ ̅̅ , which express the change in the logit quantity when 

xi=1,𝑘̅̅ ̅̅ increases with a unit. The sign of the coefficients indicates that there is a 

positive relationship between the response variable and the explanatory variables 

included in the model. An easier interpretation is given by 𝑒𝑏𝑖 which express the 
effect of the regression coefficient on the success chances. In this sense, we applied 

in R the exp() function directly to the model coefficients and obtained the results 

presented in Table 3. 
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Table 3. Translating the model coefficients to success odds 

Explanatory variable (𝐱𝐢) 𝒆𝒃𝒊  

primary skills weight 1.506099 

maximum depth of known skills 3.59934 

 

We can conclude that: 

 Increasing with a unit the primary known skills weight will increase the 

chances of a candidate to be senior by 50% or 1.5 times. 

 Increasing with a unit the maximum depth of known skills will increase 

the chances of a candidate to be senior by 250% or 3.5 times. 

 

7. Conclusions and future work 
 

We combined semantic technologies with augmented reality in order to 

enhance the plain text from a CV content with context-aware information in 
regards to the technical background of the applicant. We developed the prototype 

of a CV screening system that helps the recruiter to upload the candidate’s CV for 

a given position and displays a graph with the skills of the applicant and how those 
skills relate to others in the field. We tested our application on a CVs dataset and 

we collected a series of metrics we considered relevant for explaining the seniority 

level. We concluded that there is a positive relationship between both the 

maximum depth of known skills and primary known skills weight in the skill-set 
graph, and the seniority level of the candidate. We quantified also the effect those 

two exogenous variables have on the chances of an applicant to be senior. 

Directions for future research include the extension of the proposed ontology 
with a large set of skills and their relations. The robustness and completeness of the 

modelled ontology is directly influencing the accuracy of the system that uses it. 

We also plan to refine the skills extractor component to ensure most of the 
technical competences encompassed in a CV are correctly identified. 

Considering the new LinkedIn search paradigm, called Search by Ideal 

Candidates, proposed by V. Ha-Thuc et al. (2016), we plan to further improve our 

application and use the skill-set graph in order to compute the similarity between 
the candidates that apply for a job and other employees from the company, working 

on a similar position. This approach is known as item-to-item recommendation. 

Based on the computed similarity we will rank all the applicants and filter the ones 
that have a matching above a predefined threshold. In this manner the CV filtering 

process is fully automated and also takes into account not only the skills explicitly 

mentioned in the CV, but also the ones they are related with, providing a more 

trustworthy approach than manual selection performed by the HR personnel.  
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